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Szanowny Panie Premierze,

niniejszym pismem pragne przedstawi¢ stanowisko Rzecznika Praw Obywatelskich

w sprawie dyskutowanych na poziomie instytucji Unii Europejskiej propozycji
legislacyjnych Digital Omnibus® oraz Digital Omnibus dotyczgcej Aktu w sprawie
sztucznej inteligencji?. Projekty te, przedstawione przez Komisje Europejskg w dniu 19
listopada 2025 roku, mogg stanowic istotny punkt zwrotny w europejskim krajobrazie
regulacyjnym dotyczgcym technologii cyfrowych.

Od czasu przyjecia RODO w 2016 roku? jestesmy swiadkami bezprecedensowego
rozwoju technologicznego, zwtaszcza w obszarze sztucznej inteligencji, ktory
powoduje konieczno$¢ dostosowania istniejgcych ram prawnych do nowych realiow
funkcjonowania spoteczenstwa i gospodarki w oparciu o wymiane informacji. Debata
wokot proponowanych zmian wymaga podejscia uwzgledniajgcego réznorodne

' https://digital-strategy.ec.europa.eu/en/library/digital-omnibus-regulation-proposal, dalej: Digital
Omnibus, dost.: 03.12.2025r.

2 https://digital-strategy.ec.europa.eu/en/library/digital-omnibus-ai-regulation-proposal, dalej: Digital
Omnibus dotyczacej Aktu w sprawie sztucznej inteligencji, dost.: 03.12.2025r.

3 Rozporzadzenie Parlamentu Europejskiego i Rady (UE) 2016/679 z dnia 27 kwietnia 2016 r. w sprawie
ochrony oséb fizycznych w zwigzku z przetwarzaniem danych osobowych i w sprawie swobodnego
przeptywu takich danych oraz uchylenia dyrektywy 95/46/WE (Dz.U UE L. 119.1 ze sprost., dalej: RODO)
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perspektywy i interesy. Z jednej strony pojawiajg sie uzasadnione postulaty sektora
biznesowego, szczegdlnie matych i Srednich przedsiebiorstw, dotyczgce uproszczenia
procedur i zmniejszenia obcigzen administracyjnych, a z drugiej strony istnieje
koniecznos¢ zachowania gwarancji ochrony praw i wolnosci obywatelskich, ktore
stanowig fundament europejskiego modelu gospodarczego i spotecznego. Wymogi
zwigzane z tymi prawami i wolnosciami powinny by¢, nie tylko z perspektywy mojego
urzedu, ale ogdlnej aksjologii porzadku prawa, decydujgce przy opracowywaniu
stanowiska Polski w przedmiocie proponowanych zmian.

W tym kontekscie pragne wskazac, ze przedstawionej ponizej uwagi i rekomendacje sg
wstepnym wynikiem koordynacji prac i uzgodnien posréd organdw ochrony praw
podstawowych w ramach Europejskiej Sieci Krajowych Instytucji Praw Cztowieka
(European Network of National Human Rights Institutions; dalej: ENNHRI)*. Robocze
stanowisko tejze Sieci pozwalam sobie zatgczy¢ do niniejszego pisma.

Odnoszac sie na poziomie ogdlnym do wskazanych projektow, pragne na wstepie
zasygnalizowad zaniepokojenie organdw wspotpracujgcych w ramach ENNHRI trybem
wprowadzania przedmiotowych zmian, zwtaszcza do Aktu w sprawie sztucznej
inteligencji. Brak odpowiedniej oceny skutkdéw regulacji oraz konsultacji publicznych -
w szczegolnosci z organizacjami zajmujgcymi sie ochrong praw cztowieka,
przedstawicielami biznesu, szczegdlnie sektora matych i Srednich przedsiebiorstw
(dalej: MSP) oraz przedstawicieli organizacji dziatajacych na rzecz grup szczegéinie
wrazliwych, w tym dzieci, 0sdb starszych oraz oséb z niepethosprawnosciami - przy
tak istotnych modyfikacjach regulacji rynku technologii budzi uzasadnione watpliwosci
w zakresie proporcjonalnosci i niezbednosci proponowanych rozwigzan. Potrzeba
usprawnienia regulacji cyfrowych i dostosowania ich do realiow gospodarczych nie
moze odbywac sie kosztem podstawowych gwarancji proceduralnych zapewniajgcych
demokratyczng legitymacje i jakosc legislacji.

4 https://ennhri.org/, dost.: 03.12.2025 r.

> Rozporzadzenie Parlamentu Europejskiego i Rady (UE) 2024/1689 z dnia 13 czerwca 2024 r. w sprawie
ustanowienia zharmonizowanych przepiséw dotyczgcych sztucznej inteligencji oraz zmiany
rozporzadzen (WE) nr 300/2008, (UE) nr 167/2013, (UE) nr 168/2013, (UE) 2018/858, (UE) 2018/1139 i
(UE) 2019/2144 oraz dyrektyw 2014/90/UE, (UE) 2016/797 i (UE) 2020/1828; dalej jako: Akt w sprawie
sztucznej inteligenciji.
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I. Uwagi odnosnie do propozycji Digital Omnibus

Propozycja Digital Omnibus stanowi pierwszg od przyjecia RODO prébe systemowe]
nowelizacji przepiséw o ochronie danych osobowych i wymianie informacji. Analizujac
proponowane w Digital Omnibus zmiany, nalezy przede wszystkim uznac,

ze potrzebne jest podejscie zachowujgce podstawowe zasady ochrony prywatnosci
ustanowione przez RODO, jednoczesnie wprowadzajgc niezbedne dostosowania
wynikajgce z doswiadczen ostatnich lat stosowania tego rozporzadzenia oraz
dynamicznego rozwoju technologii, szczegdlnie sztucznej inteligencji. Majgc powyzsze
na wzgledzie, na szczegdlng uwage zastuguje linia rekomendacji ENNHRI dotyczgca
ochrony zabezpieczert RODO w odniesieniu m.in. do art. 4 ust. 1 (szerokiego zakresu
definicji danych osobowych), art. 13 (obowigzek informacyjny o przetwarzaniu
danych), czy art. 33 ust. 1 RODO (procedura zgtaszania naruszen organowi
nadzorczemu przez administratora). Dostrzegajgc jednak potrzebe zniuansowanego
podejscia do poszczegdlnych proponowanych zmian, pragne zwréci¢ uwage Pana
Premiera na nastepujgce kwestie.

Po pierwsze, w odniesieniu do propozycji doprecyzowania definicji danych osobowych
w art. 4 punkt 1 RODO, a przewidzianej w ramach art. 3 ust. 1 Digital Omnibus, pragne
wskazac, ze wprowadzenie wzglednego kryterium w definicji danych osobowych,
zgodnie z ktérym te same informacje mogg by¢ danymi osobowymi z perspektywy
jednego podmiotu, a anonimowymi z perspektywy innego, w zaleznosci od
posiadanych informacji, narzedzi i zasobdw pozwalajgcych (lub nie) na
identyfikowanie os6b w oparciu o dane posrednie, odpowiada na rzeczywiste
wyzwania praktyki i implementuje wnioski z orzecznictwa Trybunatu Sprawiedliwosci
Unii Europejskiej, w szczegdlnosci wyroku z dnia 4.09.2025 r. w sprawie EDPS v. SRB (C-
413/23)e.

Takie doprecyzowanie usuwa wiele watpliwosci interpretacyjnych i odpowiada
rzeczywistosci technologicznej, w ktérej rozne podmioty dysponujg réznymi
mozliwosciami identyfikacji oséb. Jednak akceptacja tej zmiany powinna by¢
uzalezniona od wprowadzenia dodatkowych mechanizmoéw kontrolnych. W tym
konteksScie rozwazy¢ mozna ustanowienie dodatkowego obowigzku przeprowadzenia
oceny mozliwosci identyfikacji podlegajgcej nastepczej kontroli, przeprowadzenie
dalszych, szeroko zakrojonych konsultacji aktéw wykonawczych Komisji Europejskiej
dotyczacych kryteriéw pseudonimizacji oraz sformutowanie zasad ostroznosci,

6 https://eur-lex.europa.eu/legal-content/PL/TXT/?uri=CELEX:62023CJ0413, dost.: 03.12.2025r.
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zabezpieczajgcych szerokg wyktadnie pojecia danych osobowych z uwagi na jej funkcje
ochronna.

Po drugie, kwestia obowigzkdéw informacyjnych okreslonych w art. 13 RODO réwniez
wymaga wywazonego podejscia. Proponowane zwolnienie w ramach art. 3 ust. 5
Digital Omnibus dla matych podmiotdéw dziatajgcych w ramach jasnej i Scisle
okreslonej relacji z osobami, ktérych dane dotyczg, stanowi potrzebne uproszczenie,
ktore moze zmniejszy¢ formalizm w oczywistych przypadkach, takich jak dziatalnos¢
wytworcow czy niewielkich stowarzyszen lokalnych. Proponowane brzmienie tego
wyjatku opiera sie jednak na bardzo niejasnym sformutowaniu ,uzasadnionych
podstaw do zatozenia [ze dana osoba posiada juz konieczne informacje]”.

Po trzecie, proponowane w ramach art. 3 ust. 8 Digital Omnibus zmiany w zakresie
procedury zgtaszania naruszen ochrony danych, okreslonej obecnie w art. 33 RODO,
wymagajg krytycznej i rzetelnej analizy. Podczas gdy wydtuzenie terminu zgtoszenia
do 96 godzin dla ztozonych incydentéw oraz wprowadzenie ujednoliconych procedur
i wzordw moze rzeczywiscie usprawniac system, to juz radykalne podniesienie progu
zgtaszania z poziomu ,ryzyka [naruszenia]” do ,wysokiego ryzyka” moze by¢
nieuzasadnione z punktu widzenia skutecznosci ochrony i nadzoru. W tym wzgledzie
mozliwe do rozwazenia jest utrzymanie procedury w przypadkach stwierdzenia
zwyktego poziomu ryzyka poprzez stworzenie dwustopniowego systemu w zaleznosci
od okreslonego poziomu ryzyka i - odpowiednio - odrebnych gwarancji
proceduralnych.

Po czwarte, sprzeciwu wymagajg zmiany w ramach art. 3 ust. 7 Digital Omnibus
dotyczgce automatycznego podejmowania decyzji (obecnie art. 22 RODO).

W przypadku tychze zmian osoba, ktérej dane dotyczg, straci bowiem w praktyce
prawo do niepodlegania decyzjom opartym wytgcznie na zautomatyzowanym
przetwarzaniu, ktérego wytgczenie mozliwe jest obecnie w oparciu o Scisty test
niezbednosci. Art. 22 ust. 1 RODO stanie sie natomiast przepisem wyznaczajgcym
podstawy prawne do automatycznego podejmowania decyzji, tworzac jednoczesnie
katalog sytuacji dopuszczalnych dla takich decyzji’. To stwarza istotne ryzyko
normalizacji korzystania z algorytmdéw podatne na uprzedzenia bez uzasadnienia,
szczegollnie szkodzgc wrazliwym grupom juz doswiadczajgcym dyskryminacji w tych
obszarach. Natomiast uprawnienia jednostki objetej takg automatyczng decyzjg majg

7dr hab. G. Sibiga, prof. INP PAN, M. Kupiec, ,Digital Omnibus. Zmiany w ochronie danych osobowych”,
https://legalis.pl/digital-omnibus-zmiany-w-ochronie-danych-osobowych/, dost.: 03.12.2025 r.
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sprowadzac sie wytgcznie do zgdania interwencji ludzkiej, mozliwosci przedstawienia
wiasnego stanowiska i podwazenia decyzji (zgodnie z art. 22 ust. 3 RODO)8.

Ostatnig, ale nie mniej istotng kwestig sg zmiany w zakresie przetwarzania danych
wrazliwych dla potrzeb rozwoju systemow sztucznej inteligencji (dalej rowniez jako:
systemow Al), ujete w ramach art. 3 ust. 3 Digital Omnibus jako zmiana brzmienia art.
9 RODO poprzez rozszerzenie mozliwosci wykorzystywania tych danych, jezeli
uzyskuje sie je posrednio w ramach wnioskowania na podstawie innych danych
osobowych (np. aktywnosci w Internecie). Propozycja wytgczenia danych
wywnioskowanych z zakresu ochrony art. 9 RODO jest bardzo trudna do
zaakceptowania, gdyz to wtasnie w obszarze wnioskowania algorytmicznego kryje sie
najwieksze ryzyko dyskryminacji i automatycznego powielania wykluczen oséb z grup
narazonych, a takze naruszen prywatnosci.

Il. Uwagi odnosnie do propozycji Digital Omnibus dotyczacej Aktu w sprawie
sztucznej inteligencji

Po pierwsze, w odniesieniu do zachowania wymogow rejestracji systemow Al niskiego
ryzyka okreslonych w art. 49 ust. 2 i art. 6 ust. 3 i 4 Aktu w sprawie sztucznej
inteligencji, nalezy zdecydowanie zarekomendowac ich zachowanie. Wymogi te
stanowig minimalny mechanizm transparentnosci i odpowiedzialnosci publiczne;
dostawcow systemow Al, a publiczny rejestr jest przy tym niezbednym narzedziem dla
organdw nadzorczych, badaczy i spoteczenstwa obywatelskiego. Bez tego wymogu
niemozliwe bedzie weryfikowanie prawidtowosci stosowania zwolnien regulacyjnych
przez dostawcow. Wymag rejestracji moze by¢ przedmiotem pewnego uproszczenia
proceduralnego dla mikroprzedsiebiorstw i matych przedsiebiorstw, jednakze sam
obowigzek musi zosta¢ zachowany, a ewentualne uproszczenia nie mogg obejmowac
redukgji zakresu informacji podlegajacych rejestracji.

Po drugie, pragne poprzec¢ rekomendacje dotyczgcg zachowania zakresu
bezposrednich uprawnien organoéw ds. ochrony praw podstawowych, o ktérych mowa
w art. 77 Aktu w sprawie sztucznej inteligencji, oraz odrzucenia proponowanego
mechanizmu posredniczenia w procedurze kontroli przez organy nadzoru rynku.
Proponowane zmiany mogg bowiem podwazac niezaleznos$c¢ i skutecznos¢ wiasciwych
krajowych organéw ochrony praw podstawowych, w tym organdéw ochrony danych

8 Op. cit.



osobowych. Wymuszenie dostepu do informacji wytgcznie poprzez organ nadzoru
rynku moze pociggac za sobg opdznienia czasowe w reagowaniu na naruszenia,
ryzyko filtrowania lub ograniczania dostepu do informacji, dodatkowe obcigzenia
biurokratyczne, zaleznos$¢ od zdolnosci operacyjnych oraz podwazenie konstytucyjnej
niezaleznosci tych organow®.

Dostrzegam przy tym potrzebe koordynacji dziatan réznych organdéw dla unikniecia
powielania czynnosci kontrolnych obcigzajgcych te same podmioty. Dlatego nalezy
rozwazyc¢ ustanowienie dobrowolnych mechanizmow wspétpracy i wymiany informacg;ji
miedzy organami z art. 77 Aktu w sprawie sztucznej inteligencji, a organem nadzoru
rynku. W mojej ocenie organy z art. 77 tego rozporzgdzenia powinny zachowac
jednakze petng autonomie w decydowaniu, kiedy i jak korzystajg ze swoich uprawnien,
a jednoczesnie nalezy wprowadzi¢ wspadlne platformy wymiany informacji dotyczgcych
dziatan tych organdw.

Po trzecie, w zakresie propozycji dalszego opdznienia wejscia w zycie wymogow

z Rozdziatu Il Aktu w sprawie sztucznej inteligencji harmonogramu dla systemdw Al
wysokiego ryzyka, nalezy rozwazy¢ mozliwe negatywne skutki dla ochrony praw
podstawowych takiej decyzji. Opdznienie skutecznego stosowania uchwalonych juz

i oczekiwanych regulacji o kolejne dwa lata (2028) pozwoli systemom wptywajgcym na
obszary takie jak zatrudnienie, edukacja czy bankowos¢ na dalsze funkcjonowanie bez
odpowiednich zabezpieczen przez ryzykiem dyskryminacji, naruszenia prywatnosci i
innych praw podstawowych. Rozumiem jednakze pewne obawy, ktére mogg pojawic
sie ze strony sektora MSP dotyczgce gotowosci do wdrozenia wszystkich wymogoéw.
Ewentualne rozwigzanie kompromisowe wymaga jednak odpowiedniego uzasadnienia
i Scistej proporcjonalnosci.

Po czwarte, pragne wyraznie poprzec¢ rekomendacje zachowania wigzgcego
charakteru obowigzkdéw w zakresie zwiekszania kompetencji pracownikéw dostawcow
systemoéw sztucznej inteligencji z zakresu ich rozumienia i postugiwania sie nimi, w
szczegolnosci w odniesieniu do analizy ich potencjalnego wptywu na prawa
podstawowe (Al literacy). Zgodnie z propozycjg zmian planowane jest zamienienie
okreslonego obecnie w art. 4 Aktu w sprawie sztucznej inteligencji obowigzku na

9 Aktualnie w Polsce s3 to nastepujgce organy: Rzecznik Praw Dziecka, Rzecznik Praw Pacjenta,
Panstwowa Inspekcja Pracy oraz Prezes Urzedu Ochrony Danych Osobowych;
https://www.gov.pl/web/cyfryzacja/wykaz-organow-i-instytucji-publicznych-w-polsce-z-obszaru-ochrony-

praw-podstawowych-w-rozumieniu-rozporzadzenia-20241689-akt-o-sztucznej-inteligencji, dost.:
03.12.205r.
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.zachecanie” do podejmowania przez podmioty prywatne takich dziatan przez
Panstwa Cztonkowskie i Komisje. Znajomos$c¢ zasad funkcjonowania systemow
sztucznej inteligencji wsréd personelu nalezy jednak uznac za fundamentalny
warunek odpowiedzialnego rozwoju i wdrazania tych systemow. Wydaje sie, ze
uzasadnione bytoby raczej wzmacnianie tego rodzaju gwarancji poprzez ustanowienie
np. minimalnych standardéw programow szkoleniowych, wymogu certyfikacji dla
kluczowego personelu w systemach wysokiego ryzyka itp.

Ill. Uwagi i rekomendacje koncowe

W tym miejscu pragne podkresli¢, ze powyzsza opinia nie jest w petni tozsama ze
wspolnym stanowiskiem wypracowanym w ramach sieci ENNHRI. Nie zmienia to
jednak uwspdlnionego przekonania podzielanego przez podobne do Rzecznika
instytucje prawno-cztowiecze poszczegdlnych Panstw Cztonkowskich, ze zmiany
proponowane na poziomie legislacji Unii Europejskiej mogg spowodowac negatywny
skutek dla ochrony praw podstawowych w kontekscie ochrony danych osobowych

i dziatania systemow sztucznej inteligencji, jezeli perspektywa wymogdw wynikajgcych
z tych praw nie zostanie odpowiednio uwzgledniona.

Europejski model ochrony danych, zamiast by¢ postrzegany jako przeszkoda dla
innowacji, powinien byc¢ raczej promowany jako istotny dorobek rozwoju ochrony
prawa do prywatnosci, ktéry przycigga konsumentow i przedsiebiorstwa wtasnie
dlatego, ze gwarantuje bezpieczenstwo, transparentnosc i odpowiedzialnos¢, jedne z
kluczowych cechy europejskiej kultury prawnej, zorientowanej na wolnosci i prawa
jednostki, stanowigce fundament tej kultury.

W zwigzku z powyzszym, w mojej ocenie zasadg przewodnig, ktéra powinna kierowac
procesem wprowadzania zmian w RODO oraz Akcie w sprawie sztucznej inteligencji,
jest umozliwienie innowacji i elastycznosci tam, gdzie jest to racjonalnie uzasadnione,
ale jednoczesnie utrzymanie istniejgcych lub ustanowienie dodatkowych,
dostosowanych mechanizmow rzeczywistej, nie zas pozornej kontroli

i odpowiedzialnosci. Kazde uproszczenie procedur, kazde rozszerzenie mozliwosci
przetwarzania danych, kazde zwolnienie z obowigzkéw musi by¢ rownowazone
konkretnymi, egzekwowalnymi mechanizmami weryfikacji, bezpieczenstwa,
transparentnosci i odpowiedzialnosci. Nie mozna dopusci¢ do sytuacji, w ktorej
uproszczenie prawa w imie deregulacji oznacza¢ bedzie w praktyce ostabienie ochrony
ze wzgledu na niemoznos¢ skutecznego nadzoru, a w efekcie brak rozliczalnosci i



odpowiedzialnosci za wspdlny krajobraz swiata cyfrowego, ktdrego jedynie jedng z
wielu czesci stanowi gospodarka cyfrowa.

Pragne w tym kontekscie zwrdéci¢ uwage Pana Premiera na stanowisko Fundacji
Panoptykon oraz 126 innych organizacji spotecznych, ktére w liscie skierowanym do
Komisji Europejskiej wskazujg, ze proponowane zmiany mogg stanowic ,najwiekszy
krok w tyt w zakresie ochrony praw podstawowych w Swiecie cyfrowym w historii Unii
Europejskiej”. W zwigzku z tym postulujg one zapewnienie, by uproszczenie procedur
nie prowadzito do de facto ograniczania mechanizméw kontroli nad algorytmami,
szczegolnie w obszarach wrazliwych jak zatrudnienie czy dostep do kredytéw'0.

W tych okolicznosciach i z tych wszystkich przyczyn, dziatajgc na podstawie art. 16 ust.
1 ustawy z dnia 15 lipca 1987 r. o Rzeczniku Praw Obywatelskich (Dz. U. z 2024 r. poz.
1264 ze zm.), zwracam sie do Pana Premiera z uprzejmg prosbg o uwzglednienie
powyzszych uwagi i rekomendacji w toku prac na poziomie europejskim dotyczgcych
propozycji Digital Omnibus oraz Digital Omnibus dotyczgcej Aktu w sprawie sztucznej
inteligencji. Bede jednoczesnie zobowigzany za poinformowanie mnie o wyniku
przebiegu negocjacji i wypracowanych stanowiskach w kluczowych momentach
procesu legislacyjnego dotyczgcego zaproponowanych zmian.

Ze swojej strony deklaruje gotowos¢ do wspierania Ministerstwa w zakresie
dotyczacym standarddéw poszanowania praw i wolnosci jednostki bedgcych punktem
odniesienia przy wypracowywaniu stanowiska chronigcego prawa podstawowe w
powyzszym zakresie.

Z powazaniem
Marcin Wigcek
Rzecznik Praw Obywatelskich

/-wydano i podpisano elektronicznie/

10 Zob. https://panoptykon.org/omnibus-list-organizacji-do-komisji-europejskiej oraz
https://techspresso.cafe/2025/11/17/digital-omnibus-panoptykon-wzywa-do-ochrony-praw-cyfrowych/,
dost.: 03.12.205r.



https://panoptykon.org/omnibus-list-organizacji-do-komisji-europejskiej
https://techspresso.cafe/2025/11/17/digital-omnibus-panoptykon-wzywa-do-ochrony-praw-cyfrowych/

Zatacznik:

— pismo ENNHRI ,Kluczowe punkty dla Organéw ds. Rownosci i Krajowych Instytugji
Praw Cztowieka odnos$nie propozycji Digital Omnibus” (tekst w jezyku angielskim)
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